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ABSTRACT
We present enhancements and new capabilities of the Physalis method for simulating disperse multiphase flows using particle-resolved simulation. The current work enhances the previous method by incorporating a new type of pressure-Poisson solver that couples with a new Physalis particle pressure boundary condition scheme and a new particle interior treatment to significantly improve overall numerical efficiency. Further, we implement a more efficient method of calculating the Physalis scalar products and incorporate short-range particle interaction models. We provide validation and benchmarking for the Physalis method against experiments of a sedimenting particle and of normal wall collisions. We conclude with an illustrative simulation of 2048 particles sedimenting in a duct. In the appendix, we present a complete and self-consistent description of the analytical development and numerical methods.

© 2016 Elsevier Inc. All rights reserved.

1. Introduction

Progress in algorithms and computing hardware has begun to make possible the resolved simulations of the interaction of many particles within a suspending fluid. The motivation for these studies is the many and diverse occurrences of disperse particle flows in nature and technology in the face of the still very incomplete understanding of many physical aspects of such flows. Though subject to limitations in domain size and particle number, particle-resolved simulations capture the detailed physics of particle-fluid and particle-particle interactions and offer the hope of shedding light on the micromechanics of disperse flows. This in turn may be expected to facilitate the development of reduced-order models, such as the two-fluid models\cite{1}, which are the only models able to describe realistic systems at a practical scale.

A landmark contribution to particle-resolved simulations was made by Uhlmann\cite{2} who was able to simulate channel flow of a fluid with 4096 suspended particles by means of an immersed boundary method that he had developed earlier\cite{3}. In the following years, the same method or some variation thereof was used by several researchers. Lucci et al.\cite{4} presented results of the simulation of decaying homogeneous isotropic turbulence with up to 6400 particles. Kempe and Fröhlich\cite{5} improved the satisfaction of the no-slip condition and the collision algorithm of Uhlmann\cite{3}. Picano et al.\cite{6} used a similar method to investigate 10,000 neutrally buoyant spheres in a channel flow. In the most recent simulations, Kidanemariam and Uhlmann\cite{7} have been able to simulate more than 260,000 particles. Somewhat different versions of the immersed boundary method have been pursued by other researchers including Mehrabadi et al.\cite{8}, Yang and Stern\cite{9}, and
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Ji et al. [10]. Different approaches have also been developed, such as the lattice Boltzmann method [see, e.g., [11,12]], the fictitious domain method [see, e.g., [13,14]] and its variants, the spectral element method [see, e.g., [15]], and the pressure boundary integral method of Simeonov and Calandot [16].

In this paper we present recent enhancements to the Physalis method, which was developed in Zhang and Prosperetti [17] (henceforth Z&P) and Gudmundsson and Prosperetti [18] (henceforth G&P). Unlike immersed boundary methods, Physalis recognizes each particle as an internal boundary sidestepping the complex geometrical relationship between the particle surface and the fixed underlying discrete grid by means of a suitable analytical solution. The method is based on a spectral representation of the effect of the particles, which guarantees an accurate representation even with a relatively coarse discretization. In addition to the hydrodynamic force, the method produces highly accurate results for hydrodynamic couple, stresslet, and higher-order multipoles associated to each particle. An additional benefit is that these quantities are a byproduct of the solution method itself and do not require specific calculations. Furthermore, unlike most immersed boundary methods, the no-slip boundary condition on each particle is satisfied to analytical accuracy. The price to be paid for these advantages is that the method is iterative, requiring multiple solutions of the fluid mechanical problem at each time step, with the number of iterations depending generally on the complexity of the flow in the neighborhood of a particle. Given the rapid increase of the operation count for the numerical solution of the pressure-Poisson equation with the number of grid nodes, the present method may remain competitive with, or even superior to, immersed boundary methods in spite of its iterative nature because, as detailed in Z&P, the same accuracy can be reached with a significantly smaller number of grid nodes resolving a particle (typically 6 to 10 cells per radius for particle Reynolds numbers less than 150).

In Section 2, we present an overview of the updated Physalis method and detail significant improvements made to the algorithms presented in Z&P and G&P. Section 3 describes our enhancements to the flow solver. We discuss the addition of short-range particle interaction models in Section 4. Section 5 contains validation of the new methods and comparisons to the experiments of Mordant and Pinton [19] on a sedimenting sphere and Joseph et al. [20] on particle–wall collisions. We conclude with Section 6, which contains an example simulation of 2048 particles sedimenting in a duct. Throughout this manuscript, we focus on the improvements to Z&P and G&P, providing only the minimal amount of theory necessary to understand the relevance of the changes. For completeness, we include a detailed appendix containing a concise but complete description of the method.

2. Enhancements to the Physalis method

In brief, the Physalis method is characterized by the procedure used to transfer the no-slip boundary conditions satisfied at the surface of a spherical particle to an underlying fixed grid (see Section 2.1 and Appendix A). The geometry of each particle is not approximated: Physalis maintains a sharp interface and the no-slip boundary condition is satisfied to analytical accuracy. The procedure has many benefits:

1. The particle surface is defined implicitly by tracking only the particle’s position with no Lagrangian surface tracking required;
2. The numerical error decreases exponentially with the number of degrees of freedom representing each particle (i.e., expansion coefficients, see Section 2.1), which permits the use of relatively coarse grids without compromising numerical accuracy;
3. The hydrodynamic force, couple, and higher-order multipoles are generated directly in the course of the solution procedure with no need for additional calculations.

2.1. The Physalis method

This version of the Physalis method extends the work presented in Z&P and G&P by introducing a number of algorithmic improvements. As with immersed boundary methods, the goal is to transfer the no-slip condition imposed by a particle onto the Cartesian computational grid. The following description provides a brief overview of the Physalis method. For a more detailed discussion, refer to the appendix.

The Physalis method is used to introduce particles into an incompressible Navier–Stokes flow solver, which solves the equations

\[ \partial_t \mathbf{U} + (\mathbf{U} \cdot \nabla) \mathbf{U} = -\frac{1}{\rho_f} \nabla p + \nu \nabla^2 \mathbf{U} + \mathbf{g}, \quad (1a) \]

\[ \nabla \cdot \mathbf{U} = 0, \quad (1b) \]

for velocity \( \mathbf{U} \) and pressure \( p; \rho_f \) is the fluid density, \( \nu \) the kinematic viscosity, and \( \mathbf{g} \) a body force per unit mass. By considering a reference frame attached to the particle, due to the no-slip condition on the surface, we may linearize the Navier–Stokes equations to the Stokes equations with increasing accuracy as the distance from the surface decreases. For flow about a sphere, in the sphere’s rest frame, the Stokes equations admit a general analytic solution, which we call Lamb’s solution [21,22], of the form

\[ \mathbf{u}(r, \theta, \varphi) = \sum_{l=0}^{\infty} \sum_{m=-l}^{l} A_{lm} \tilde{u}_{lm}^{(r)} Y_{lm}^{(r)}(\theta, \varphi), \quad (2a) \]
\[ \tilde{p}(r, \theta, \varphi) = \sum_{l=0}^{\infty} \sum_{m=-l}^{l} B_{lm} B_{lm}(r) Y_{lm}^m(\theta, \varphi), \] (2b)

where the tilde quantities are related to (1) through a change of reference frame (see Appendix A.1). Here, \((r, \theta, \varphi)\) are local spherical coordinates with origin at the particle center and \(Y_{lm}^m\) are spherical harmonics. The time-dependent Lamb's coefficients \(A_{lm}\) and \(B_{lm}\) account for an arbitrary flow in the neighborhood of the particle and are simply related to the force, couple, and higher-order multipoles associated with the particle. The functions \(u_{lm}\) and \(p_{lm}\) are simple algebraic functions of \(r\) known analytically. In particular, all the \(u_{lm}\) vanish at the particle surface and, as a consequence, (2a) satisfies analytically the no-slip condition at the particle surface irrespective of the order of truncation of the infinite series. Note that the velocity and pressure given by (2) continue analytically the solution of the Stokes equations inside the particles.

For each time step, the solution procedure is iterative and matches Lamb's solution valid near each particle to a global discretized solution. At each step of this sub-time-step iteration, Lamb's coefficients receive flow information from the current Navier–Stokes solution by means of scalar products described in Section 2.3 and Appendix A.3 (see also G&P). Equations (2) are then used to generate new boundary conditions on a set of nodes of the discrete grid near the surface of the particle constituting the so-called cage. A new Navier–Stokes solution is calculated and the process is repeated to convergence. Upon convergence, we update the linear and angular particle velocities, \(\mathbf{w}\) and \(\Omega\), according to

\[
\frac{m}{dt} \frac{d\mathbf{w}}{dt} = \mathbf{F}_{\text{total}}, \quad \frac{l}{dt} \frac{d\mathbf{\Omega}}{dt} = \mathbf{L}_{\text{total}},
\] (3)

where \(m\) and \(l\) are the particle mass and moment of inertia. Here, \(\mathbf{F}_{\text{total}}\) and \(\mathbf{L}_{\text{total}}\) are the hydrodynamic force and couple provided by Lamb's solution augmented by the collisional contributions and prescribed external forces, if any. The numerical procedure by which these equations are integrated is described in Appendix A.7.

We discuss only the important changes that we have made from previous embodiments of the algorithm, specifically:

1. Improving the particle cage generation;
2. Implementing a more efficient method of calculating the scalar products;

2.2. Cage construction

As mentioned above, a set of grid nodes called a cage is associated with each particle. The cage is generated in the following way (see Fig. 1):

1. Mark all cells with cell centers inside the particle surface; the outermost shell of these cells constitutes the set of cage cells;
2. The centers of the cage cells are the locations at which Dirichlet conditions for the pressure-Poisson equation are imposed;
3. All faces of the cage cells with an outward normal with respect to the cage are part of the set of points where \(\tilde{u}\) is imposed;
4. The set of velocity nodes is completed by including the centers of all faces common to two neighboring cage cells.

The particle center may reside at an arbitrary location within a grid cell and the cage adapts its shape to its position. Fig. 1 illustrates the shape of the cage for three such particle positions: zero, \(\frac{1}{4}\), and \(\frac{3}{4}\) mesh lengths displaced from the cell corner. In reality, the cage shape changes even more smoothly than what is illustrated in these three discrete positions as particles typically move a small fraction of a cell in each time step. This construction carries with it the beneficial characteristic of significantly stabilizing particle collisions. In spite of the presence of cage nodes outside the particle, unlike the construction of Z&P, any interference between boundary conditions of two very close particles is inconsequential as explained in Section 4.

In contrast to Z&P, this cage generation procedure is so fast that it permits the generation of cages for all particles at each time step, providing a very smooth transition between cage shapes as particles move with respect to the Cartesian grid. The no-slip condition satisfied at the particle surface guarantees that the center of a particle moves a fraction of a cell by adaptively determining the time step size using the fluid velocity field to maintain a specified CFL condition number as discussed in Section 3.4. Further, as a margin of safety, the time step size calculation takes into account the fluid cells inside the particle surface, which are set equal to the solid body velocity of the particle as explained in Section 2.4. As a consequence, at each time step, only a small number of cells are added to or removed from the cage, which minimizes the unavoidable force fluctuations affecting all fixed-grid methods. Finally, the more smoothly transitioning cages assist Lamb's coefficient convergence.

2.3. Lebedev quadrature scalar products

As explained in Appendix A.3, the coefficients of (2) are calculated by taking scalar products of the type
However, treatment of the Stokes solution is illustrated in Fig. 2(a). The dash line represents the integration surface used for the scalar products (4).

\[ (\mathbf{v}_i^m, \mathbf{p}) = \int_{-\pi}^{\pi} d\phi \int_0^\pi \sin \theta \, d\theta \, \mathbf{Y}_i^m(\theta, \phi) \cdot \mathbf{p}(r_i, \theta, \phi), \]  

where the overbar denotes complex conjugation and \( r_i \) is the integration radius discussed below. We have found that the use of an integration scheme based on Lebedev quadrature \[23\] in place of the differential angular integration scheme used in G&P provides a more efficient algorithm for the evaluation of these integrals.

A Lebedev quadrature rule of order \( l \) integrates exactly spherical harmonics up to order \( l \) at the expense of function evaluations at a relatively small number of nodes on the unit sphere. In most of our simulations we use a maximum order of spherical harmonics \( l = 3 \) (and occasionally \( l = 4 \)) and therefore, ideally, we would need an integration rule capable of integrating spherical harmonics of order 6 (or possibly 8). Lebedev rules are available for orders 5, 7, 11, and higher. We have chosen the seventh-order rule that requires only 26 quadrature nodes as opposed to 50 nodes for the 11th-order rule; it takes the form

\[ \frac{1}{4\pi} \int_{-\pi}^{\pi} d\phi \int_0^\pi \sin \theta \, d\theta \, f(\theta, \phi) \approx A_1 \sum_{i=1}^{6} f(a_i^1) + A_2 \sum_{i=1}^{12} f(a_i^2) + A_3 \sum_{i=1}^{8} f(a_i^3). \]  

The Lebedev quadrature node weights \( \{A_1, A_2, A_3\} \) and positions \( \{a_1^1, a_2^2, a_3^3\} \) are reproduced in Table 1 and illustrated in Fig. 2(a). We interpolate the flow field values at the quadrature nodes from the Cartesian grid using trilinear interpolation as described in G&P.

Since Lamb’s coefficients depend on the flow field in the neighborhood of the sphere, the surface of integration for the scalar products must be located at a radial location \( r_1 \) outside the sphere, but still within the region of validity for the Stokes approximation. We refer to the work of G&P for an analysis of the accuracy of various choices of the ratio of \( r_1 \) to the particle radius \( a \); we typically choose \( 1.1 < r_1/a < 1.25 \). We must take special care to treat the situation of particles sufficiently near to each other so that their Lebedev quadrature nodes interfere as illustrated in Fig. 2(b); we discuss the treatment of these cases in the following section.

### 2.4. Particle interior

Our solution procedure is inherently independent of the particle interiors as long as particles are sufficiently separated. However, to maintain this independence when a particle approaches another so that any of its Lebedev quadrature nodes fall inside the other particle, we should have recourse to a different integration scheme, which is undesirable from the perspective of code efficiency. To be able to continue using the Lebedev scheme, we set the interior velocity field of every particle equal to the solid body (linear and angular) motion of the particle and the pressure (essentially) equal to the mean pressure within the Stokes region near the particle (see Appendix A.2).
This scheme provides the most natural and well-behaved treatment of the particle interference situation because, due to the no slip condition, it guarantees a smooth transition of velocity as a quadrature node traverses the surface of a neighboring particle. This procedure requires no special treatment of these interfering quadrature nodes as they simply interpolate an appropriate value under all particle configurations. The effect of any residual error is mitigated by the fact that the fraction of offending nodes is typically very small (∼1/26). We also apply this scheme to the case of a particle interacting with a no-slip domain boundary, where the velocity of the quadrature node is interpolated from the Dirichlet velocity specified on the boundary.

In past work of Z&P, internal flow was generated by the solution procedure because the process of solving the momentum equation (1a) everywhere in space simplified the numerical algorithm. We have found in the current work, however, that the internal velocities generated in this way can be large, thus unnecessarily limiting the time step. The present method overcomes this limitation.

3. Navier–Stokes flow solver

Physalis may be coupled to any Navier–Stokes equations solver, and we have chosen a fairly standard second-order finite difference fractional step method in a staggered arrangement on a uniform Cartesian grid [24–26]. The implementation can handle the standard set of boundary conditions on the outer boundary of the domain: inhomogeneous Dirichlet, homogeneous Neumann, and periodic. While the work presented in Z&P claimed to use fully second-order numerical schemes, we have found that the pressure-free formulation used to solve the Navier–Stokes equations achieved first-order accuracy only for pressure near boundaries and have improved the scheme to realize second-order accuracy for both pressure and velocity.
following the pressure-correction method of Brown et al. [26]. For some details on the numerical treatment of the flow solver, refer to Appendix A.4.

We have also made a number of changes to previous versions of the flow solver:

1. We take advantage of our analytic solution (2b) for pressure by applying it as a Dirichlet boundary condition at the cage nodes in the solution of the pressure-Poisson equation;
2. We have replaced the fast Poisson solver with a conjugate gradient algorithm;
3. We forgo the traditional implicit treatment of the diffusive term \((\nu \nabla^2 \mathbf{U})\) in (1a) in favor of more rapid explicit numerics;
4. We have adopted an adaptive time stepping scheme that chooses the largest stable time step size according to flow conditions.

### 3.1. Dirichlet pressure boundary conditions

The fractional step method that we adopt for solving the Navier–Stokes equations [26] requires the solution of a pressure-Poisson equation of the form

\[
\nabla^2 \phi = \frac{P_f}{\Delta t} \n \cdot \mathbf{U}^*,
\]

where \(\phi\) represents the pressure correction required to ensure that the solution to the momentum equation (1a) satisfies the continuity equation (1b), \(\mathbf{U}^*\) is an intermediate velocity field (see Appendix A.4), and \(\Delta t\) is the discrete time step size. In Z&P, this equation was solved by imposing homogeneous Neumann conditions on the cage nodes as is usually done with the fractional step method. In the present work we have improved on this approximate procedure by imposing the analytically accurate pressure boundary condition (2b) provided by Lamb’s solution.

In addition to providing a more physically accurate boundary condition than the zero-normal-gradient condition, this new procedure carries with it a number of desirable numerical consequences:

1. Lamb’s solution converges in fewer iterations for the same overall accuracy;
2. Posing Dirichlet boundary conditions on (6) removes the solvability condition constraint that appears in the case of Poisson problems with homogeneous Neumann boundary conditions;
3. As more particles are added to a simulation, the Poisson solver converges more rapidly since the solution is specified at more points that are distributed throughout the domain. As a consequence, the condition number of the discrete Laplace operator is decreased because the low frequency modes are suppressed. Strongly inhomogeneous particle distributions may affect this property;
4. If a particle is positioned so that there exists a single grid cell jutting out from the rest of the cage, the zero-normal-gradient is applied to five out of the six cell faces, which causes difficulties in the solution of the Poisson problem so much so that it may fail to converge; switching to Dirichlet boundary conditions removes this difficulty.

In general, utilizing the analytical representation (2b) provided by Lamb’s solution improves the efficiency of Physalis by ensuring better consistency with the Navier–Stokes equations. For specific details regarding these boundary conditions, see Appendix A.4. In particular, as explained there, it is not precisely (2b) that we must apply as a boundary condition since (6) involves the pressure correction \(\phi\) rather than the pressure itself.

### 3.2. Conjugate gradient solver

The most significant algorithmic change involves the pressure-Poisson solver. Previously, Z&P used a fast Fourier solver to find \(\phi\), but a fast solver cannot recognize internal boundary conditions. To overcome this difficulty, Z&P used an iterative deferred correction scheme for every sub-time-step (Lamb’s coefficient) iteration. To achieve a complete decoupling between the interior and exterior of the particles, we have adopted a Jacobi-preconditioned conjugate gradient solver in place of the fast Fourier solver. As a consequence we also ensure that our Physalis boundary conditions (2) are more accurately satisfied.

### 3.3. Explicit numerics

Appendix A.4 describes the fractional step method used to solve (1). Here, we discuss only the rationale behind forgoing the more widely used implicit treatment of the diffusive term \((\nu \nabla^2 \mathbf{U})\) in favor of an explicit method.

Treating the diffusive term implicitly (e.g., using a Crank–Nicolson method) removes the diffusive stability requirement so that only the convective stability requirement (CFL condition) remains, resulting in an upper bound for the time step given by

\[
\Delta t < \frac{\Delta x}{\max |u|},
\]
written here in one dimension for simplicity; \( \Delta x \) is the discretization length. The stability limit on an explicit method is instead

\[
\Delta t_E < \frac{1}{\max |u|} \frac{1}{\Delta x} + \frac{2v}{(\Delta x)^2} \leq \frac{\Delta t_I}{1 + 2Re_c^{-1}},
\]

where

\[
Re_c = \frac{\max |u| \Delta x}{v} = \frac{\Delta x}{2a} Re_p, \quad (7)
\]

is the cell Reynolds number and \( Re_p = 2 \max |u| a/v \) is the particle Reynolds number. If \( Re_c \) is of order one or greater, the difference between implicit and explicit bounds is small, which suggests that the explicit method becomes more efficient because it avoids the solution of a Helmholtz equation. In our simulation, typically \( a/\Delta x \approx 8 \) so that we find \( Re_c \approx 1 \) when \( Re_p \approx 20 \). We have verified that the expectation suggested by this argument is supported by numerical evidence for \( Re_p \) greater than this value.

Strictly, in terms of time step size, the explicit method becomes less competitive for smaller \( Re_p \). However, this disadvantage is at least partially compensated by the increased rate of convergence of Lamb's coefficient iterations as the time step is reduced. Further, the explicit method avoids the splitting error of order \( O[(\Delta t)^2/Re] \) for velocity associated with the implicit fractional step method, ensuring accuracy in unsteady simulations at all nonvanishing Reynolds numbers. Other methods, designed for solving the Navier–Stokes equations at vanishing \( Re_p \), may prove more efficient, but the explicit method adopted here guarantees both stable and accurate time advancement for any nonvanishing Reynolds number, limited only by particle resolution.

3.4. Adaptive time stepping

By adapting the time step size to the time-dependent flow conditions, we proceed through the simulation significantly more efficiently than if we were restricted to choosing the largest stable time step size for the entire duration of the simulation. At the end of every time step, we search the velocity field for the largest value in each of the three velocity components \( \max |u_i| \), where the subscript \( i \) indicates \( \{x, y, z\} \). We then select the next time step abiding by the convective (CFL) and diffusive stability criterion according to [25]:

\[
\Delta t = \frac{C}{\sum_i \left[ \frac{\max |u_i|}{\Delta x_i} + \frac{2v}{(\Delta x_i)^2} \right]}, \quad (8)
\]

where \( C < 1 \) is a scaling constant similar to a CFL number and the \( \Delta x_i \) are the finite difference grid lengths in each direction, which, in principle, can be different though they are taken equal in all examples in this paper. In practice, we find that using \( C \approx 0.5 \) tends to best balance numerical accuracy and computational efficiency. As explained in Appendix A.4, Physalis uses a variable-time Adams–Bashforth method to step from time \( t^n \) to \( t^{n+1} = t^n + \Delta t \).

Even though the flow solver by itself achieves second-order accuracy in time as expected and verified in Section 5.1, it should be recognized that its combination with the particles is not fully second-order accurate. Indeed, as shown in Appendix A.7, the force acting on the particle at time \( t^{n+1} \) is calculated using the newly-updated flow at \( t^{n+1} \) but maintaining the particle at the position that it occupied at time \( t^n \). The same comment applies to the work reported in Z&P.

4. Particle interaction modeling

As particles approach each other, a number of fluid nodes separating them decreases until contact. When, as in Z&P, the cages were inside the particles, there was the possibility that fluid nodes requiring the solution of the Navier–Stokes equations remained in the gap between the two cages even with particles in contact. These geometries caused convergence difficulties for the pressure-Poisson problem. The current cage construction technique guarantees that any node requiring the solution of the Navier–Stokes equations lies in the fluid. This significantly stabilizes particle collisions. The cages of contacting particles may now abut but, due to continuity, they will carry very similar boundary conditions so that differences between these boundary conditions are inconsequential and such cases need not be handled in any special way.

When two particles \( \alpha \) and \( \beta \), with centers at \( \mathbf{x}_\alpha \) and \( \mathbf{x}_\beta \), approach each other, the gap between them

\[
h = |\mathbf{x}_\alpha - \mathbf{x}_\beta| - a_\alpha - a_\beta, \quad (9)
\]

shrinks to zero. Therefore, at some point, as \( h \) approaches \( \Delta x \), the Navier–Stokes solution on the Cartesian grid fails to capture the physics of the interaction. Furthermore, the convergence rate of the series representing Lamb's solution deteriorates when \( h \) is much less than \( a \) [27]. For the interactions when \( 0 < h < \varepsilon \) we use a lubrication model and a soft-sphere contact model for \( h < 0 \). We add the forces derived from the lubrication model to those from Lamb's coefficients; the latter capture
accurately the contribution of the fluid stress away from the contact region and, although the contribution of the contact region is incorrectly evaluated, the interaction force is dominant so that the resulting error is negligible. We have not explored the effects of the choice of \( \varepsilon \) in detail, but our experience shows that the results are little affected provided \( \frac{1}{4} a < \varepsilon < a \).

This work represents the first Physalis implementation to include a physically-accurate particle interaction model.

4.1. Short-range: \( 0 < h < \varepsilon \)

When \( 0 < h < \varepsilon \), we supplement the force from Lamb’s coefficients with a lubrication approximation for two approaching spheres. There are a few physical effects to consider:

1. The normal force \( \mathbf{F}_n \) necessary to squeeze fluid from the gap between the two particles;
2. The tangential force \( \mathbf{F}_t \) and couple \( \mathbf{L}_b \) resulting from rotational motion;
3. The tangential force \( \mathbf{F}_t \) and couple \( \mathbf{L}_b \) resulting from tangential motion.

In terms of the unit vector connecting the particle centers

\[
\hat{n} = \frac{\mathbf{X}_\alpha - \mathbf{X}_\beta}{|\mathbf{X}_\alpha - \mathbf{X}_\beta|},
\]

we can write the normal and tangential components of the lubrication model force and couple to \( O(\ln \varepsilon / h) \) accuracy as \([16,22,28]\)

\[
\mathbf{F}_n = -6\pi \mu a_\alpha \left[ \frac{a^2_{\rho_\alpha}}{(1 + a_{\beta_\alpha})^2} \left( \frac{a_\alpha}{h} - \frac{a_\beta}{h} \right) + \frac{a_{\beta_\alpha} \left( 1 + 7a_{\beta_\alpha} + a^2_{\beta_\alpha} \right)}{5 (1 + a_{\beta_\alpha})^3} \ln \left( \frac{\varepsilon}{h} \right) \right] (\mathbf{w}_{\alpha_\beta} \cdot \hat{n}) \hat{n},
\]

\[
\mathbf{F}_t = -6\pi \mu a_\alpha \left[ \frac{4a_{\beta_\alpha} (2 + a_{\beta_\alpha} + 2a^2_{\beta_\alpha})}{15 (1 + a_{\beta_\alpha})^3} \left[ \mathbf{w}_{\alpha_\beta} - (\mathbf{w}_{\alpha_\beta} \cdot \hat{n}) \hat{n} \right] - \frac{2a^2_{\beta_\alpha}}{15 (1 + a_{\beta_\alpha})^2} \left( \mathbf{L}_{\alpha_\beta} + 4a_{\beta_\alpha}^{-1} \mathbf{L}_{\alpha_\alpha} + 4a_{\beta_\alpha} \mathbf{L}_{\alpha_\beta} \right) \times \hat{n} \right] \ln \left( \frac{\varepsilon}{h} \right),
\]

\[
\mathbf{L}_b = -8\pi \mu a^2_\alpha \left[ a_\alpha \frac{2a_{\beta_\alpha}}{5 (1 + a_{\beta_\alpha})} \left[ \left( \mathbf{L}_{\alpha_\alpha} + \frac{1}{4} a_{\beta_\alpha} \mathbf{L}_{\alpha_\beta} \right) - \left( \mathbf{L}_{\alpha_\alpha} + \frac{1}{4} a_{\beta_\alpha} \mathbf{L}_{\alpha_\beta} \right) \cdot \hat{n} \hat{n} \right] + \frac{a_{\beta_\alpha} (4 + a_{\beta_\alpha})}{10 (1 + a_{\beta_\alpha})} \mathbf{w}_{\alpha_\beta} \times \hat{n} \right] \ln \left( \frac{\varepsilon}{h} \right),
\]

where \( a_{\beta_\alpha} = a_\beta / a_\alpha \), \( \mathbf{w}_{\alpha_\beta} = \mathbf{w}_\alpha - \mathbf{w}_\beta \), and \( \mathbf{L}_{\alpha_\beta} = \mathbf{L}_\alpha - \mathbf{L}_\beta \). The subtraction of the term \( a_\alpha / h \) in (11a) ensures that the influence of the short-range lubrication force smoothly increases from zero as \( h / \varepsilon \) decreases from one. All terms except the first one in (11a) are proportional to \( \ln (\varepsilon / h) \) only. These higher-order terms are valuable in recovering the appropriate physical behavior for particles in close proximity by accounting for shear and rotational motion. We apply this theory also to the interaction of particles with a no-slip domain boundaries by letting \( a_\beta \to \infty \).

4.2. Contact: \( h \leq \varepsilon \)

While the hydrodynamic forces and lubrication model together slow the velocity of an oncoming particle, sufficiently energetic interactions will still lead to contact because capturing the full effect of the repulsive force singularity would require infinitesimally small time steps. Therefore, we do expect to encounter cases in which \( h \leq 0 \). To deal with these situations we adopt a soft particle contact force model inspired by Tsuji et al. [29] and Barnocky and Davis [30] in which the normal component of the contact force is given by

\[
\mathbf{F}_n = \left[ -k_n (-h)^{3/2} - \eta_n \mathbf{w}_{\alpha_\beta} \cdot \hat{n} \right] \hat{n},
\]

where \( k_n \) is the Hertz elastic contact constant for perfectly elastic spheres expressed in terms of Poisson’s ratio \( \sigma \) and Young’s modulus \( E \) by

\[
k_n = \frac{4}{3} \left( \frac{1 - \sigma^2_\alpha}{E_\alpha} + \frac{1 - \sigma^2_\beta}{E_\beta} \right)^{-1} \left( \frac{a_\alpha a_\beta}{a_\alpha + a_\beta} \right)^{1/2}.
\]
The damping term \( \eta_h \) is nonlinear in \( h \) and we choose its value by combining the work of Tsuji et al. [29] and Barnocky and Davis [30]. In Tsuji et al. [29],

\[
\eta_h = \alpha(e) \sqrt{m_h} (-h)^{1/4},
\]

where \( m = m_a m_B / (m_A + m_B) \) is the reduced mass and \( \alpha \) is directly related to the coefficient of restitution \( e \), defined as the ratio of the normal particle velocity immediately after and before contact, via a nonlinear differential equation. We have found that the fit

\[
\alpha(e) = 2.22 - 2.26 e^{0.4},
\]

closely represents the solution of this differential equation. The proper value to be used for \( e \) in this relation must include the effect of the interstitial fluid. Experimental evidence [31,20] shows that the relationship between the dry and wet coefficients of restitution, \( e_{\text{dry}} \) and \( e_{\text{wet}} \), depends on the Stokes number just before contact

\[
St_0 = \frac{1}{9} \frac{\rho p}{\rho_f} \rho p,
\]

with particle Reynolds number \( Re_{p0} \) based on velocity just before contact. This relationship as given by Barnocky and Davis [30] is

\[
e_{\text{wet}} = e_{\text{dry}} + \frac{1 + e_{\text{dry}}}{St_0} \ln \frac{L_c}{h_0},
\]

where \( L_c \) is a measure of the particle surface roughness length and \( h_0 \) is the separation distance at the time step just before contact. The minimum value of \( e_{\text{wet}} \) allowed is zero. From the value of \( St_0 \) computed at the last time step before contact, we calculate \( e_{\text{wet}} \) using (17) and then \( \alpha \) from (15). We then hold \( \alpha \) constant in the damping coefficient (14) for the duration of the contact. We apply this theory to contact between particles and no-slip domain boundaries by letting \( \alpha \rightarrow \infty \). Further discussion of this method is the topic of a forthcoming publication currently in preparation.

5. Validation and benchmarking

We have implemented the methods described above in an open-source code designed for GPU-centric operation on CUDA-enabled GPUs [32], and we have found it to run more than 90 times faster than the legacy code of Z&P and G&P. In terms of accuracy, we find comparable results but with an increased convergence rate of Lamb’s coefficient iterations and smaller particle force fluctuations.

In Section 5.1 we use a two-dimensional Taylor–Green vortex to prove that the background flow solver attains second-order accuracy. Section 5.2 returns to the work of G&P to illustrate the similarities and differences between the current and old methods in two key validation studies. In Section 5.3 we produce a comparison to the experimental work of Mordant and Pinton [19] to serve as a benchmark of Physalis in a more dynamic setting. Finally, Section 5.4 benchmarks the Physalis lubrication and contact models using the experiments of Joseph et al. [20].

5.1. Flow solver validation

To illustrate the second-order convergence of the flow solver, we consider the two-dimensional Taylor–Green vortex [33] that satisfies (1), namely,

\[
\begin{align*}
  u(x, y, t) &= -\cos \frac{2\pi x}{L_x} \sin \frac{2\pi y}{L_y} e^{-2t/\tau}, \\
  v(x, y, t) &= \sin \frac{2\pi x}{L_x} \cos \frac{2\pi y}{L_y} e^{-2t/\tau}, \\
  p(x, y, t) &= -\frac{1}{4} \left( \cos \frac{4\pi x}{L_x} + \cos \frac{4\pi y}{L_y} \right) e^{-4t/\tau},
\end{align*}
\]

where \( \tau = L_x L_y / (4\pi^2 v) \) on the domain \( 0 \leq x/L_x, y/L_y \leq 1 \). Table 2 summarizes the results of the study of a comparison of the error and convergence rate at time \( t/\tau = 1 \) in the manner described in Brown et al. [26] using constant \( C = 0.1 \) for the determination of the time step using (8) for grids with resolution \( 32 \times 32, 64 \times 64, \) and \( 128 \times 128 \). We confirm that the flow solver achieves second-order convergence in time and space as expected.
Table 2
Error and convergence rates for Taylor–Green vortex flow solver validation test.

<table>
<thead>
<tr>
<th>Variable</th>
<th>( L^*_3 )-error ( 32 \times 32 )</th>
<th>( 64 \times 64 )</th>
<th>( 128 \times 128 )</th>
<th>Rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>( u )</td>
<td>( 3.199 \times 10^{-4} )</td>
<td>( 4.006 \times 10^{-5} )</td>
<td>( 5.013 \times 10^{-6} )</td>
<td>2.00</td>
</tr>
<tr>
<td>( v )</td>
<td>( 3.199 \times 10^{-4} )</td>
<td>( 4.006 \times 10^{-5} )</td>
<td>( 5.013 \times 10^{-6} )</td>
<td>2.00</td>
</tr>
<tr>
<td>( p )</td>
<td>( 1.018 \times 10^{-6} )</td>
<td>( 1.296 \times 10^{-7} )</td>
<td>( 1.629 \times 10^{-8} )</td>
<td>1.99</td>
</tr>
</tbody>
</table>

Fig. 3. Results of the momentum conservation tests in G&P with \( r/a = 1.25 \), \( P^* = 10 \), and \( Re_{\Omega} = 20 \). The tests of G&P use \( a/\Delta x = 8 \).

5.2. Physalis validation

To validate the numerous changes in the present work, we reproduce two tests of G&P and compare the accuracy of the two methods. With the exception of the scalar product Lamb’s coefficient calculations, the methods used in G&P mirror those of Z&K (in fact, they use the same code). By comparing against G&P, we effectively show the differences between the accuracy of the current work and its predecessors.

The first test considers the momentum conservation for the flow about a sphere in a cubic lattice by simulating a single particle located at the center of a tripoly-periodic domain. As explained in G&P, in the presence of a pressure gradient

\[
\nabla p = \hat{P} \hat{k} + \nabla \hat{p},
\]

in which \( \hat{p} \) is periodic and \( P \) is a constant, consideration of the momentum balance at steady state yields

\[
F^* = \frac{F_z}{(1 - \beta) L^3 p} = 1,
\]

where \( F_z \) is the force on the sphere, \( \beta = \frac{4}{3} \pi a^3 L^{-3} \), and \( L = 4a \) is the size of the domain. We reproduce a test in which we vary the truncation order \( l \) and particle resolution \( a/\Delta x \) using precisely the same parameters as in G&P, namely, \( P^* = a^3 P \mu^{-1} v^{-1} = 10 \), and \( r/a = 1.25 \) and plot the results in Fig. 3.

The second test considers a similar situation, only now the sphere spins with a constant applied couple \( L_{p,z} \). The work of G&P shows that, at steady state, the couple on the particle \( L_{p,z} \) should equal the total hydrodynamic couple acting on the surface \( S \) of the simulation domain given by

\[
L_{d,z} = \int_S dS \mathbf{x} \times (\sigma \cdot \mathbf{n}),
\]

where \( \sigma_{ij} = -p \delta_{ij} + \mu \left( \frac{\partial u_i}{\partial x_j} + \frac{\partial u_j}{\partial x_i} \right) \) is the stress tensor, so that the ratio \( L^* = L_{d,z}/L_{p,z} \) equals one. We plot the results in Fig. 3 using the same simulation parameters as above and a rotation rate \( Re_{\Omega} = a^2 \Omega T v^{-1} = 20 \). For both cases, the results of G&P were generated using \( a/\Delta x = 8 \).

Judging the results illustrated in Fig. 3, we can make some broad generalizations. For truncation of Lamb’s series solutions up to \( l = 1 \) and \( l = 2 \), the current work exhibits approximately 50% larger error than G&P for the linear momentum conservation test, but consistently beats G&P by more than 10% for the angular momentum conservation test. For \( l = 3 \), however, with all \( a/\Delta x \) tested for both linear and angular momentum conservation, the current work performs better than G&P. For \( l = 4 \), we see good results for both tests, which are essentially indistinguishable from those for \( l = 3 \).

The lack of monotonicity with increasing \( a/\Delta x \) can be understood by noting that the position of the nodes used to interpolate the field values on the scalar-product integration surface will change with \( a/\Delta x \). It may well happen that, for a
particular particle position, the mutual relationship between the integration surface and the nodes is more favorable for one \(a/\Delta x\) than for others. This indeed appears to be the case for the three values of \(a/\Delta x\) considered here. For both \(a/\Delta x = 6\) and \(a/\Delta x = 10\), the integration surface generally cuts through the center of the Cartesian grid cells while it aligns with the cell edges for \(a/\Delta x = 8\), representing the two extreme possibilities. It appears that the former pair of \(a/\Delta x\) may be more directly compared while the latter takes on a different character. These considerations illustrate the connection between the position of the quadrature points, which is itself dependent on the radius of the cage, and the underlying Cartesian grid. This is evidently a matter of some complexity, which must be left for future work.

For additional commentary regarding particle sedimentation, refer to Section 5.3, which shows that larger values of \(a/\Delta x\) decrease force fluctuations encountered when particles move with respect to the grid. Also, as explained in Section 5.4, larger values of \(a/\Delta x\) are also beneficial in the case of particle collisions.

### 5.3. Physalis benchmark: sedimentation

The work of Mordant and Pinton [19] presents high-quality data from experiments involving solid spheres of various sizes and densities sedimenting from rest in a quiescent fluid. Though much of the data is for high particle Reynolds numbers that would require very large grids, one experiment, for which \(\text{Re}_p = 41\), is an excellent benchmark against which to test the performance of Physalis for a moving particle.

Case #1 in Mordant and Pinton [19] provides data for velocity as a function of time for the sedimentation of a glass sphere of radius \(a = 0.25\) mm and density \(\rho_p = 2560\) kg/m\(^3\) in water at 25°C. Using an acoustic Doppler shift method, Mordant and Pinton [19] reports a terminal velocity \(V_t = 0.0741\) m/s (\(\text{Re}_p = 41\)) and variance of 0.4 mm/s, which corresponds to an experimental uncertainty of 0.6%. The particle Galileo number is \(Ga = v^{-1} (\rho_p / \rho_f - 1) [a^3 g]^{1/2} = 49\).

To simulate this experiment we use a domain with cross section \(20a \times 20a\) with no-slip walls and height \(48a\) with Neumann boundary conditions on the top and bottom; the results with Neumann lateral walls were the same. We perform simulations using \(r/a = 1.2\) for the integration surface and \(C = 0.5\) for the CFL number, with combinations of \(a/\Delta x\) and \(l\) as summarized in Table 3. A plot of velocity as a function of time for each validation test may be found in Fig. 4 (we have removed \(t \leq 5\) ms in the experimental data due to a deficiency in the experimental method over this time period explained in Mordant and Pinton [19]).

Analyzing Fig. 4 in detail, we see that all simulations produce satisfactory results while consistently, if slightly, overestimating the falling velocity (in magnitude). For all simulations, the settling velocity in the time range of approximately \(10 < t < 50\) differs from the experimental result up to nearly 10%, but then converges to within 2.5% accuracy once terminal velocity has been reached. The work of Yang and Stern [9] summarizes the results of several other numerical investigations all of which exhibit differences from the data similar in magnitude and direction as our own.

Table 3 quantifies the accuracy of the various simulations at terminal velocity where we can see that the higher resolutions produce an error at terminal velocity of 2.43% while the lower resolution simulations achieve results of 0.675% and
0.580%, which are very near the uncertainty associated with the experiments (0.6%). Thus, as already found in Section 5.2, the simulations with lower resolution \(\alpha/\Delta x = 6\) produce results better aligned with experiment than those with higher resolution \(\alpha/\Delta x = 8\). However, in contrast to the results of Section 5.2, the differences between using truncation order \(l = 2\) and \(l = 3\) appear to be quite minor.

In addition to the settling velocity, we consider in Fig. 5 the three components of the hydrodynamic force on the particle normalized by the effective buoyancy force as:

\[
\tilde{F} = \frac{F}{\frac{4}{3} \pi a^3 \left( \rho_p - \rho_f \right) g}.
\]

Here, we see how the motion of the particle against the fixed background grid (and the changing shape of the cage) affect the force fluctuations. The plots of \(\tilde{F}_x\) and \(\tilde{F}_y\) show that the fluctuations remain very small (0 \((10^{-14})\) and that \(\tilde{F}_z\) decreases from about 4% of the net gravitational force for \(\alpha/\Delta x = 6\) to 1% for \(\alpha/\Delta x = 8\). The results shown in Z&P for a particle sedimenting in a duct at \(\text{Re}_p \approx 22\) exhibit force fluctuations on the order of 4% for \(\alpha/\Delta x = 8\). Even though the Reynolds numbers of the two simulations differ (a circumstance which might be expected to reduce the fluctuations as it enlarges the Stokes region), the comparison suggests that the force fluctuations in the present calculations are smaller, most likely because of the changes made to the cage generation described in Section 2.2, which enable the cage to change more smoothly as the particle moves.

### 5.4. Physalis benchmark: interactions

We use the work of Joseph et al. [20] to benchmark the lubrication and contact models described in Section 4. This experimental study explores particle–wall interactions by colliding spheres of various size and density into a wall in a pendulum arrangement, measuring the particle velocity before and after contact. The results are given in the form of a plot of wet coefficient of restitution \(e_{\text{wet}}\) as a function of Stokes number \(St_0\) as defined in [16]; we illustrate the experimental results along with our numerical results in Fig. 6.

To simulate these experiments, we accelerate the particle normally to the wall with a linear elastic force with stiffness \(k\). We reproduce a subset of the experiment for a particle with \(a = 1.5\) mm and material properties of glass: \(\rho_p = 2540\) kg/m\(^3\), \(E = 0.6\) MPa, and \(\sigma = 0.23\). We take the values \(e_{\text{dry}} = 0.98\) and \(l/h_0 = 10^{-3}\) as reported in Joseph et al. [20]. The fluid is water at 25°C. We use a domain of size \(8a \times 8a \times 8a\) with a no-slip wall made of the same material as the particle, a Neumann condition on the opposing domain boundary, and periodic conditions elsewhere. The particle is released from a distance of 8.5 mm from the wall and we vary the driving spring stiffness \(k\) to change \(St_0\). We use simulation parameters \(r/a = 1.2\), \(l = 3\), and \(C = 0.5\) for all cases. Since particle velocity increases with \(St_0\) and collision intensity along with it—we must resolve particles with a finer mesh (increased \(a/\Delta x\)) in order to capture the collisions for larger \(St_0\). We found that too coarse a discretization, i.e. too small a value of \(a/\Delta x\), terminates the simulation upon particle contact with the wall.

We determined the minimum required particle resolution by progressively increasing \(a/\Delta x\); we show the results together with \(\text{Re}_{p0}\) and coefficient of restitution \(e_{\text{wet}}\) in Table 4. To calculate \(St_0\) and \(e_{\text{wet}}\) from each simulation, we follow the same procedures as Joseph et al. [20], which involve estimating the velocity \(u_i\) before and \(u_o\) after contact and calculating the ratio \(e_{\text{wet}} = -u_o/u_i\).

We compare the results in Fig. 6. Note that the value we have used for Young’s modulus is five orders of magnitude smaller than the true value for glass because resolving the true stiffness requires \(\Delta x\) far smaller than may be reasonably simulated, and the work of Joseph et al. [20] concludes that varying \(E\) appears to have no effect on the results as suggested.
by the favorable comparison in Fig. 6. This value of $E$ does, however, affect the duration of the contact as discussed in Kempe and Fröhlich [34]. From Fig. 6 we see that the lubrication and contact models described in Section 4 perform well. A more revealing comparison is provided by the last two columns of Table 4, which compare the a priori values of the restitution coefficient given by (17) with the results of the simulation. It is seen here that the model used for the damping coefficient $\eta_n$ gives results consistent with the a priori value of the restitution coefficient.

### 6. 2048 particles sedimenting in a duct

To further illustrate the capabilities of Physalis, we briefly present a sizeable simulation involving 2048 particles sedimenting in a periodic duct with an average volume fraction of 20%. The particles and fluid use the properties of Section 5.3, which provides the single-particle terminal velocity $V_1 = 0.0741$ m/s and characteristic time $T_{95} = 55$ ms (see Mordant and Pinton [19]) with which to normalize the fluid and particle sedimentation velocities produced by the simulation as $u^* = u/V_1$ and $w^* = w/V_1$, respectively, as well as the time $t^* = t/T_{95}$. We use simulation parameters $a/\Delta x = 8$, $l = 3$, and CFL constant in (8) $C = 0.5$. The domain size is $28a \times 28a \times 56a$ with four no-slip lateral walls and periodic boundary conditions in the longest (gravity) direction. The particles have a Galileo number $Ga = \nu^{-1} \left( \rho_p/\rho_f - 1 \right) 8a^3 \beta^{1/2} = 49$.

Fig. 7 illustrates the magnitude of the normalized fluid and particle velocities, $|u^*|$ and $|w^*|$, respectively, at $t^* = 2.4$ and Fig. 8 shows $\langle \beta \rangle_x$, the volumetric flux averaged over the gravity direction, at $t^* = 3.5$. In Fig. 9, we plot the mean absolute (i.e. not relative to the fluid) velocity $|w^*|$ plus/minus the standard deviation $\sigma_{w^*}$, and maximum/minimum particle velocities $|w^*|_{M/m}$ as functions of time. In Fig. 10 we plot the vertically-averaged particle volume fraction $\langle \beta \rangle_z$ over the cross section of the duct at times $t^* = 0$ and $t^* = 3.5$.

Even though, due to periodicity, the number of particles is effectively infinite, their velocity does not continue to increase because of the dissipation caused by the walls. However, we notice in Fig. 10 the accumulation of particles along the walls,

### Table 4

A summary of the particle–wall collision simulations, where $k$ is the linear spring constant that drives the collision and $Re_{p,\text{max}}$ is the particle Reynolds number at maximum approach velocity. Indices zero and one denote conditions at the last time step prior to contact and at the first time step after contact, respectively. The last two columns show the good consistency between the a priori value of the restitution coefficient given by (17) and the value obtained from the numerical simulation.

<table>
<thead>
<tr>
<th>$a/\Delta x$</th>
<th>$k$ (N/m)</th>
<th>$Re_{p,\text{max}}$</th>
<th>$Re_{p0}$</th>
<th>$St_0$</th>
<th>$Re_{p1}$</th>
<th>$\varepsilon_{\text{wet}}$ a priori</th>
<th>$\varepsilon_{\text{wet}}$ simulation</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>0.5</td>
<td>58.5</td>
<td>29.5</td>
<td>8.35</td>
<td>1.45</td>
<td>0</td>
<td>0.0049</td>
</tr>
<tr>
<td>12</td>
<td>1.0</td>
<td>88.3</td>
<td>54.6</td>
<td>15.5</td>
<td>6.33</td>
<td>0.0976</td>
<td>0.116</td>
</tr>
<tr>
<td>12</td>
<td>1.2</td>
<td>98.2</td>
<td>62.7</td>
<td>17.8</td>
<td>17.8</td>
<td>0.212</td>
<td>0.284</td>
</tr>
<tr>
<td>12</td>
<td>1.5</td>
<td>112</td>
<td>76.1</td>
<td>21.5</td>
<td>27.3</td>
<td>0.344</td>
<td>0.359</td>
</tr>
<tr>
<td>14</td>
<td>2.0</td>
<td>125</td>
<td>92.0</td>
<td>26.0</td>
<td>43.3</td>
<td>0.464</td>
<td>0.471</td>
</tr>
<tr>
<td>16</td>
<td>3.0</td>
<td>166</td>
<td>123</td>
<td>34.6</td>
<td>71.5</td>
<td>0.585</td>
<td>0.585</td>
</tr>
<tr>
<td>16</td>
<td>4.0</td>
<td>195</td>
<td>149</td>
<td>42.0</td>
<td>102</td>
<td>0.654</td>
<td>0.685</td>
</tr>
<tr>
<td>16</td>
<td>5.0</td>
<td>221</td>
<td>174</td>
<td>49.1</td>
<td>119</td>
<td>0.701</td>
<td>0.685</td>
</tr>
</tbody>
</table>
Fig. 7. 2048 particles sedimenting under gravity in a periodic duct at $t^* = t/\tau_{95} = 3.5$. Here, $|u^*|$ and $|w^*|$ are the fluid and the particle velocities normalized by the single-particle terminal velocity as determined in Section 5.3.

Fig. 8. The volumetric flux averaged over the gravitational direction at $t^* = 3.5$.

which is reminiscent of phenomena shown in Shaffer and Gopalan [35]. This phenomenon is explained by the fact that, when a fast particle in the core of the duct collides with a slower-moving particle and pushes it toward the wall, the effective restitution coefficient is too weak to push the particle back into a region of significant flow velocity. It is somewhat surprising that the minimum velocity shown in Fig. 9, which is typically due to particles falling near the walls, is as large as the single-particle terminal velocity. This effect is due the strong shear caused by the flow in the core of the duct, where we observe particle velocities as large as five times the single-particle terminal velocity.

This simulation was carried out on a single Nvidia Tesla K40 GPU with an Intel Xeon E5-2650v2 CPU, and it required about four weeks of computation time for over 10,500 time steps averaging 12 Lamb’s coefficient iterations per time step. By comparing the run time of the current implementation with that of the previous implementation, we find an improvement of nearly 90 times. An in-depth discussion of the numerical implementation—including a clear quantification of the relative
efficiency of the new implementation—is the subject of [36]. We attempted this simulation also with a coarser discretization, $a/\Delta x = 6$, but at some point Lamb’s coefficients failed to converge due to insufficiently resolved collisions.

7. Summary and conclusions

We have described several new developments introduced in the Physalis approach to the simulation of disperse particle flows, focusing on a number of improvements to the methods put forth in Z&P and G&P that together make the current method significantly more efficient than its predecessor. We validated the flow solver by itself using the two-dimensional Taylor–Green vortex to prove that we achieve second-order convergence in both velocity and pressure. We subsequently performed linear and angular momentum conservation tests to validate the numerous improvements to the Physalis method, showing favorable comparisons between the results of the current work and those of G&P. By validating the flow solver and Physalis method, we verified the accuracy of the methods even at relatively low particle resolutions.

We applied Physalis to generate two benchmarks that we compared against experimental data. The first one is the sedimentation of a single particle, for which we obtained results in agreement with those of several other numerical investigations [9], all of which exhibit similar small differences with experiment during the transient phase of the particle motion. The results, however, are within experimental error once terminal velocity is reached. In this test, we showed that the current Physalis methodology reduces by more than 75% the force fluctuations induced by the motion of the particle with respect to the background fixed discrete grid when compared to Z&P. The second benchmark concerns the collision of a particle with a solid wall for which we have found a very favorable comparison with the experimental results of Joseph et al. [20]. To conclude, we provided a brief example of the simulation of 2048 particles sedimenting in a periodic duct.

We include in the appendix a complete and self-sufficient document detailing the analytical background and numerical methods behind the current work. Additional details, as well as access to the open-source code, can be found at http://PhysalisCFD.org.
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Appendix A. The Physalis method

This appendix contains several details omitted in the synthetic description of the method presented above in Sections 2 and 3. As Physalis has evolved in a substantial way since Z&P, we review the entire method here to provide a complete picture and to introduce a consistent notation.

A.1. Transformation to particle rest frame

The first step is to introduce the velocity $\mathbf{u}$ in the reference frame of a particle by writing

$$U = u + w + \Omega \times r, \quad (A.1)$$
where \( \mathbf{w} \) and \( \mathbf{\Omega} \) are the particle linear and angular velocity, respectively, and \( \mathbf{r} = (r, \theta, \varphi) \) is a position vector with respect to the center of the particle. Furthermore, we let

\[
\mathbf{u} = \tilde{\mathbf{u}} + \frac{1}{10\nu} \left( \frac{\rho - \rho_0}{r^2} \right) \mathbf{\Omega} \times \mathbf{r}, \quad p = \tilde{p} + \frac{1}{2} \rho_f (\mathbf{\Omega} \times \mathbf{r})^2 + \rho_f (\mathbf{g} - \mathbf{\omega}) \cdot \mathbf{r}.
\]

(A.2)

It can be shown that, with these definitions, the Navier–Stokes equations become

\[
\frac{\partial \mathbf{u}}{\partial t} + (\mathbf{u} \cdot \nabla) \mathbf{u} + 2\mathbf{\Omega} \times \mathbf{u} = -\frac{1}{\rho_f} \nabla \tilde{p} + \nu \nabla^2 \tilde{\mathbf{u}},
\]

(A.3)

\[
\nabla \cdot \tilde{\mathbf{u}} = 0.
\]

(A.4)

Note that, while the left-hand side of (A.3) is in terms of the rest frame fluid velocity \( \mathbf{u} \), the right-hand side is in terms of the modified fields \( \tilde{\mathbf{u}} \) and \( \tilde{p} \). Since, due to the no-slip condition, \( \mathbf{u} \) vanishes on the particle surface, the left-hand side of (A.3), due to continuity, will be very small in the immediate neighborhood of the particle surface. Therefore, in a region near \( r = a \), we may neglect the left-hand side of (A.3) and write

\[
0 = -\nabla \tilde{p} + \mu \nabla^2 \tilde{\mathbf{u}},
\]

(A.5)

where \( \mu = \rho_f \nu \) is the dynamic viscosity. Equations (A.5) and (A.4) are recognized as the Stokes equations. It is worth stressing that the region in which (A.5) is a good approximation to (A.3) decreases in size as particle Reynolds number increases, but that (A.5) is always a viable approximation—given sufficient resolution—for any finite Reynolds number. In this regard, the present method is no different from any other.

A.2. Lamb’s solution for Stokes flow about a sphere

A solution to (A.5) about a sphere was given by Lamb in the late 19th century [21,22] in a spherical coordinate system. We split the velocity and pressure fields into the incident external flow (superscript \( e \)) and a particle-induced perturbation flow (superscript \( p \))

\[
\tilde{\mathbf{u}} = \mathbf{u}^e + \mathbf{u}^p, \quad \tilde{p} = p^e + p^p.
\]

(A.6)

Lamb’s general solution for (A.5) is [21,22]

\[
\mathbf{u}^e (r, \theta, \varphi) = \frac{\nu}{a^2} \sum_{l=0}^{\infty} \frac{1}{(l+1)(2l+3)} \left[ \frac{1}{2} (l+3) r^2 p_l - l r p_l \right]
\]

\[
+ \frac{\nu}{a} \sum_{l=0}^{\infty} [a \nabla \phi_l + \nabla \times (\mathbf{r} \chi_l)],
\]

(A.7a)

\[
\mathbf{u}^p (r, \theta, \varphi) = \frac{\nu}{a^2} \sum_{l=1}^{\infty} \frac{1}{l(2l-1)} \left[ -\frac{1}{2} (l-1) r^2 \nabla p_{l-1} + (l+1) r p_{l-1} \right]
\]

\[
+ \frac{\nu}{a} \sum_{l=1}^{\infty} [a \nabla \phi_{l-1} + \nabla \times (\mathbf{r} \chi_{l-1})],
\]

(A.7b)

\[
p^e (r, \theta, \varphi) = \frac{\mu \nu}{a^2} \sum_{l=0}^{\infty} p_l,
\]

(A.7c)

\[
p^p (r, \theta, \varphi) = \frac{\mu \nu}{a^2} \sum_{l=0}^{\infty} p_{l-1},
\]

(A.7d)

where the \( p_l, \phi_l, \) and \( \chi_l \) are solid harmonics of order \( l \). For example,

\[
p_l = \left( \frac{a}{l} \right) \sum_{m=-l}^{l} p_{lm} Y_l^m (\theta, \varphi) = \left( \frac{a}{l} \right) \left[ p_{00} l_0 Y_l^0 + 2 \sum_{m=1}^{l} N_l^m p_{lm} \left( p_{0m} \cos m \varphi - p_{lm} \sin m \varphi \right) \right],
\]

(A.8)

where

\[
Y_l^m (\theta, \varphi) = N_l^m p_{lm} e^{im\varphi}, \quad -l \leq m \leq l,
\]

(A.9)

with
\[ N_l^m = \sqrt{\frac{2l + 1}{4\pi} \frac{(l-m)!}{(l+m)!}} \]  

(A.10)

is a harmonic of order \( l \).

The time-dependent Lamb's coefficients \( p_{lm} = p_{lm}^m + i p_{lm}^\phi \) are complex-valued nondimensional constants that we have broken into real and imaginary parts in the last step of (A.8). The solid harmonics \( \phi_l \) and \( \chi_l \) are written similarly in terms of coefficients \( \phi_{lm} \) and \( \chi_{lm} \). The harmonics of negative order appearing in (A.7b) and (A.7d) can be related to the positive harmonics by using the no-slip condition to find

\[
\begin{align*}
\rho_{l-1} &= -\frac{2l-1}{2(l+1)} [p_l + 2(l+1) \phi_l] \left( \frac{a}{r} \right)^{2l+1}, \\
\phi_{l-1} &= -\frac{a^2}{4} \left( \frac{2l+1}{2l+3} \right) \left[ \frac{l}{l+1} p_l + 2(l+1) \phi_l \right] \left( \frac{a}{r} \right)^{2l+1}, \\
\chi_{l-1} &= \left( \frac{a}{r} \right)^{2l+1} \chi_l.
\end{align*}
\]

(A.11)

The expansions (A.7) converge spectrally. Truncations of the summations with \( l_{\max} = 2, 3, \) and \( 4 \) requires a total of 25, 46, and 73 coefficients, respectively.

### A.3. Determination of Lamb's coefficients

As explained in Section 2.1, at every Lamb's coefficient iteration, the coefficients are determined from the currently available Navier–Stokes solution. The various ways in which this objective can be achieved are discussed in G&P. In general, these calculations require the scalar product of spherical vector harmonics with the numerically determined \( \bar{\mathbf{u}} \) and \( \bar{\mathbf{p}} \). The scalar products are defined as

\[
(f, g) = \int_{-\pi}^{\pi} d\varphi \int_{0}^{\pi} \sin \theta \, d\theta \, \bar{f}(\theta, \varphi) \, g(\theta, \varphi),
\]

(A.12)

where the overbar denotes complex conjugation. It is concluded in G&P that the following three scalar products are optimal for determining Lamb's coefficients:

\[
\begin{align*}
\frac{a^2}{\nu \mu} (Y_l^m, \bar{\mathbf{p}}) &= \left[ 1 - \frac{l(l+1)}{2(l+1)} \left( \frac{a}{r} \right)^{2l+1} \right] \left( \frac{r}{a} \right)^l p_{lm} - \frac{l(l-1)(2l+1)}{l+1} \left( \frac{a}{r} \right)^{l+1} \phi_{lm}, \\
\frac{a}{\nu} (r \times \nabla Y_l^m, \bar{\mathbf{u}}) &= \frac{1}{4} \left[ \frac{2(l+3)}{2l+3} + l - 2 \right] \left( \frac{r}{a} \right)^{l+1} p_{lm} \\
&\quad + \frac{1}{4} \left[ \frac{l+1}{2} \left( \frac{r}{a} \right)^{2l+1} - l(l+1) \left( \frac{r}{a} \right)^{l+1} \right] \chi_{lm}, \\
\frac{a}{\nu} (r \times \nabla Y_l^m, \bar{\mathbf{u}}) &= (l+1) \left( \frac{r}{a} \right)^l \chi_{lm}.
\end{align*}
\]

(A.13)

These are the scalar products that we have adopted in this work. More explicitly,

\[
\begin{align*}
(Y_l^m, \bar{\mathbf{p}}) &= (Y_l^m, \bar{\mathbf{p}})^0 - i (Y_l^m, \bar{\mathbf{p}})^3 = \int_{-\pi}^{\pi} d\varphi \int_{0}^{\pi} \sin \theta \, d\theta \left[ \cos (m\varphi) - i \sin (m\varphi) \right], \\
(r \times \nabla Y_l^m, \bar{\mathbf{u}})^0 &= \int_{-\pi}^{\pi} d\varphi \int_{0}^{\pi} \sin \theta \, d\theta N_l^m p_{l+1}^m p_l(r, \theta, \varphi) \sin \theta \left[ \cos (m\varphi) - i \sin (m\varphi) \right], \\
(r \times \nabla Y_l^m, \bar{\mathbf{u}})^3 &= \int_{-\pi}^{\pi} d\varphi \int_{0}^{\pi} \sin \theta \, d\theta m N_l^m p_{l+1}^m \sin (m\varphi) \bar{u}_\theta(r, \theta, \varphi), \\
(r \times \nabla Y_l^m, \bar{\mathbf{u}})^0 &= -\int_{-\pi}^{\pi} d\varphi \int_{0}^{\pi} \sin \theta \, d\theta N_l^m p_{l+1}^m \cos (m\varphi) \bar{u}_\theta(r, \theta, \varphi), \\
(r \times \nabla Y_l^m, \bar{\mathbf{u}})^3 &= -\int_{-\pi}^{\pi} d\varphi \int_{0}^{\pi} \sin \theta \, d\theta m N_l^m p_{l+1}^m \cos (m\varphi) \bar{u}_\theta(r, \theta, \varphi).
\end{align*}
\]

(A.14)
\[
(r \times \nabla Y_i^m, \tilde{u}) = \int_{-\pi}^{\pi} d\phi \int_{0}^{\pi} d\theta mN_i^m p_i^m \sin(m\phi) \tilde{u}_\theta (r, \theta, \phi) \\
+ \int_{-\pi}^{\pi} d\phi \int_{0}^{\pi} d\theta N_i^m [(l - m + 1) p_i^{lm} - (l + 1) \cos \theta p_i^{lm}] \cos(m\phi) \tilde{u}_\phi (r, \theta, \phi),
(A.14d)
\]

\[
(r \times \nabla Y_i^m, \tilde{u}) = \int_{-\pi}^{\pi} d\phi \int_{0}^{\pi} d\theta mN_i^m p_i^m \cos(m\phi) \tilde{u}_\theta (r, \theta, \phi) \\
- \int_{-\pi}^{\pi} d\phi \int_{0}^{\pi} d\theta N_i^m [(l - m + 1) p_i^{lm} - (l + 1) \cos \theta p_i^{lm}] \sin(m\phi) \tilde{u}_\phi (r, \theta, \phi).
(A.14e)
\]

The effect of the choice of the radius \( r \) of the surface of integration has been studied in G&P, and on this basis we typically take \( r/a \approx 1.2 \) for the Reynolds numbers encountered in this study.

### A.4. Analytic boundary condition application

At the \( \kappa \)-th step of Lamb’s coefficient iterations, we solve the Navier–Stokes equations by the fractional step method of Brown et al. [26], namely

\[
\frac{U_k^\kappa - U_k^\eta}{\Delta t} = -[(U \cdot \nabla) U]^{n+1/2}_k - \frac{1}{\rho_f} \nabla h p^{n-1/2} + u \nabla^2 y^{n+1/2} + g.
(A.15)
\]

\[
U_k^{n+1} = U_k^\kappa - \frac{\Delta t}{\rho_f} \nabla h \phi_k^{n+1},
(A.16)
\]

\[
p_k^{n+1/2} = p^{n-1/2} + \phi_k^{n+1},
(A.17)
\]

where the auxiliary field \( \phi \) is determined from

\[
\nabla^2 \phi_k^{n+1} = \frac{\Delta t}{\Delta t} \nabla \cdot U_k^\kappa.
(A.18)
\]

In (A.15) we treat both the convective and diffusive terms explicitly as discussed in Section 3.3 using the variable-time second-order Adams–Bashforth formulation with generic quantity \( D \)

\[
D^{n+1/2} = \left(1 + \frac{\Delta t}{2} \frac{\Delta t}{\Delta t - 1}\right) D^n - \frac{\Delta t}{2} \frac{\Delta t}{\Delta t - 1} D^{n-1},
(A.19)
\]

where \( \Delta t = t^n - t^{n-1} \) and \( \Delta t = t^{n+1} - t^n \). As mentioned in Section 3.1, we solve (A.18) using Dirichlet boundary conditions on the cages found from

\[
\phi_k^{n+1} = p_k^{n+1/2} - p^{n-1/2},
(A.20)
\]

in which \( p_k^{n+1/2} \) is given by (A.2) using (A.6) and the current Lamb’s coefficients. We set \( U_k^\kappa = 0 \) at all velocity nodes inside the cage.

For a given set of Lamb’s coefficients, the Stokes solution prescribes specific values of the flow field on the integration surface used for the scalar products. However, the finite-difference solution obtained using the boundary conditions obtained from the same set of Lamb’s coefficients will be incompatible with the Stokes solution unless the coefficients are correct. This mismatch drives the iterative process.

At each step of the iteration, we calculate the quantity

\[
\left| \psi_{lm}^\kappa - \psi_{lm}^{\kappa-1} \right| \left| \psi_{lm}^\kappa \right|,
(A.21)
\]

where \( \psi_{lm}^\kappa \) represents a generic Lamb’s coefficient at iteration \( \kappa \). The iterations are terminated when (A.21) become smaller than a prescribed tolerance, which we typically take as \( 10^{-2} \). To avoid unnecessary iterations, (A.21) is calculated only for coefficients greater than \( 10^{-4} \) to \( 10^{-6} \) times the largest coefficient. In practice, the number of iterations required for convergence of Lamb’s coefficients can vary from one to a few tens depending on many factors including the time step size, the amount of external forcing, the number of particles, and particle collisions. A typical number of sub-time-step iterations is approximately ten. Upon convergence, we set the velocity and pressure nodes inside the particles to reflect the particle
solid body motion as explained in Section 2.4. Unlike previous versions of Physalis (Z&P), the current method no longer suffers from the Lamb’s coefficient convergence instability that necessitated use of an underrelaxation scheme, although we occasionally use it in connection with very strong collisions.

A.5. Solution of the Poisson equation

Although the Poisson equation is not solved for the nodes inside the cages, removing such nodes from the linear system would destroy the diagonal structure of the matrix and therefore considerably lengthen the conjugate gradient iterations. To deal with this problem, we apply the analytical Dirichlet boundary condition (A.20) to the standard second-order finite difference matrix representation of (A.18) by setting the right-hand side of (A.18) equal to (A.20) at the designated cage nodes. We then edit the corresponding rows and columns in the Laplace operator matrix to be equal to one on the diagonal at the designated cage nodes and zero elsewhere. The resulting matrix structure is shown in Fig. A.11 for a $4 \times 4 \times 4$ triply-periodic domain with one (severely under-resolved for illustration purposes) particle in the center. Here, the matrix elements corresponding to the nodes marked in yellow have a value of one while the red nodes on the same row are set to zero.

A.6. Hydrodynamic forces and couples

One of the biggest benefits of the Physalis method is that Lamb’s coefficients determine the hydrodynamic forces, couples, etc. acting on the particles. Phrased another way, the process of determining the flow field also determines these forces, etc. without extra calculations. The hydrodynamic force $\mathbf{F}_h$ and couple $\mathbf{L}_h$ on the particle are expressed in terms of Lamb’s coefficients by

$$
\mathbf{\hat{F}}_h = \pi \mu \nu \left( 2\Phi - \mathbf{P} \right) + 2\pi \mu \nu \left( 2\Phi + \mathbf{P} \right) = \pi \mu \nu \left( 6\Phi + \mathbf{P} \right),
$$

$$
\mathbf{\hat{L}}_h = 8\pi \mu \nu a \chi,
$$

where $\mathbf{P} = -2N^1_1 p^\Phi_1 \mathbf{i} + 2N^1_1 p^\Phi_1 \mathbf{j} + N^0_1 p^\Phi_1 \mathbf{k}$; $\Phi$ and $\chi$ are defined analogously. The separation into two terms of the force shown in (A.22) identifies the pressure and viscous contributions, respectively. These equations are written in the rest frame of the particle. The forces and couples in the inertial frame of the calculation are obtained by adding the contribution of the transformation (A.2) with the result

$$
\mathbf{F}_h = \rho_f \nu \left( \mathbf{\hat{w}} - \mathbf{g} \right) + \mathbf{\hat{F}}_h, \quad \mathbf{L}_h = \rho_f \nu a^2 \mathbf{\hat{\Omega}} + \mathbf{\hat{L}}_h,
$$

with $\nu = \frac{4}{3} \pi a^3$ the particle volume and where the dots denote differentiation with respect to time.
A.7. Particle translational and rotational motion

The particle acceleration \( \mathbf{\dot{w}} \) is computed by adding together the hydrodynamic force \( \mathbf{F}_h \), externally imposed forces \( \mathbf{F}_f \) (beyond gravity, if any), particle interaction forces \( \mathbf{F}_i \) (see Section 4), and applied gravitational force. The accelerations at the time \( t^{n+1} = t^n + \Delta t \) and sub-time-step iteration number \( \kappa \) take the form

\[
\mathbf{w}_h^{n+1} = \frac{1}{m} \left( F_h^n + F_c^n + F_f^n \right) + \mathbf{g}, \quad \mathbf{\Omega}_k^{n+1} = \frac{1}{I} \left( L_k^n + L_c^n + L_f^n \right). \tag{A.25}
\]

The counter \( \kappa \) appears in (A.25) because we update the particle linear and angular velocities at each iteration to improve particle interaction accuracy. Now, the particle position \( \mathbf{X} \) and velocity \( \mathbf{w} \) are given by the trapezoidal rule as

\[
\mathbf{w}_k^{n+1} = \mathbf{w}^n + \frac{1}{2} \left( \mathbf{w}_k^{n+1} + \mathbf{w}^n \right) \Delta t, \quad \mathbf{X}_{n+1} = \mathbf{X}^n + \frac{1}{2} \left( \mathbf{w}_k^{n+1} + \mathbf{w}_k^n \right) \Delta t. \tag{A.26}
\]

The angular velocity is updated similarly:

\[
\mathbf{\Omega}_k^{n+1} = \mathbf{\Omega}^n + \frac{1}{2} \left( \mathbf{\Omega}_k^{n+1} + \mathbf{\Omega}^n \right) \Delta t. \tag{A.27}
\]

Even though the spherical symmetry decouples the particle orientation from the flow solver, we still track it by attaching an orthonormal basis \( \{ \mathbf{a}_x, \mathbf{a}_y, \mathbf{a}_z \} \) to the particle and integrating its motion using \( \mathbf{\Omega} \) and quaternion rotations.

The equations change slightly if the body force \( \mathbf{g} \) in the fluid momentum equation is incorporated in a modified pressure. In this case, the first of (A.24) becomes

\[
\mathbf{F}_h = \rho_f \mathbf{w} + \mathbf{\dot{F}}_h, \tag{A.28}
\]

and the first of (A.25) becomes

\[
\mathbf{w}_k^{n+1} = \frac{1}{m} \left( F_h^n + F_c^n + F_f^n \right) + \frac{\rho_p - \rho_f}{\rho_p} \mathbf{g}. \tag{A.29}
\]

It is well known that the added mass effects have an adverse influence on the stability of explicit methods for particles lighter than the fluid [37]. It can be deduced from Equation (5.14) of the stated reference that an explicit method becomes unstable for \( \rho_f / \rho_p < C_{am} \) where \( C_{am} \) is the added mass coefficient (equal to one half for an isolated sphere in uniform potential flow). We have verified that this stability limit applies to the present algorithm in spite of its partial implicitness. We conclude, therefore, that the partially implicit character of our method is insufficient to stabilize the particle advancement. We retain this procedure because it proves more stable in the presence of collisions.
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